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ABSTRACT 
Color and texture are important features of an image. Content-based image retrieval (CBIR) is a process to 

retrieve similar images for a given query image from large image database. It is proposed to extract the features 

using cascading method. In this paper, color features are extracted using the first order statistical features like 

mean, standard deviation, energy, entropy, skewness and kurtosis of an image. After color feature extraction, 

similarity measurement between query image and database images is done using city block distance (CBD), 

Canberra distance (CD) and Minkowski distance (MD). The minimum distance top ranked 150 relevant images 

are retrieved. Then, the five Haralick texture features are extracted only from this 150 images.  Again, the same 

similarity measurements are done. Top ranked relevant images are retrieved. In this study, the comparative work 

of similarity measurements is also done. It is found that the Canberra distance gives better results to retrieve the 

similar images. 
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I. INTRODUCTION 
The image retrieval system is to retrieve set 

of images from the image database such that the 

required images are retrieved. Image retrieval system 

is divided into two types i) Text based image retrieval 

ii) Content based image retrieval. In early days the 

first was familiar. But, it is tedious because of 

specifying manual annotations for each image. So, it 

is slow and time-consuming process. 

This problem is resolved using content-

based mage retrieval(CBIR). In CBIR there are two 

phases. i) Feature extraction: Extracting features 

called image signatures which identify the unique 

nature of images using efficient methods ii) 

Similarity measurement : Similarity measurement 

between query images and images in the database is 

done using distance metrics. Then, the closest 

distance images are retrieved as the most relevant 

images. 

The first CBIR was QBIC [1]. A number of 

general purposes CBIR have been developed since 

then. They used different algorithms for their 

softwares. PhotoBook [2], Virage [3], Visualseek [4], 

Netra [5] and SIMPLIcity [6]. In [7] the features are 

extracted using discrete cosine transform (DCT), fast 

fourier transform (FFT). The similarity measurement 

is found using Euclidean distance. It is mentioned 

that FFT outperforms DCT. In [8], DCT features and 

HSV color features are extracted. It is found that the 

CBIR gives 70.07% of accuracy. In [9], the features 

are extracted using DCT and DCT wavelet. The 

sector size of 4,8,12 and 16 are used.  For similarity 

measurement, the Sum of absolute difference and 

Euclidean distance are used.  

 

In this paper[10], three color features like color 

histogram, color coherence vector and color moments 

are taken. Similarity measurement is done using 

neural network method. This paper[11], used 2D dual 

tree discrete wavelet transform as feature vector.   

Fast Fourier Transform (FFT) and Hue and saturation 

component of image of HSI color space are used as 

feature vectors in [12]. This paper [13] use Golomb-

Rice coding, which  codes the floating point of the 

color histogram values and XOR bitwise operation is 

used for similarity matching.  

In this paper [14], combing method for 

distance histogram and moment invariants are used as 

feature vector. This paper [15] uses color average 

mean technique for retrieval of images. Feature 

extraction based on central tendency is proposed. In 

[16], sectorization of DST transformed components is 

used as feature vector. In this work addition of the 

mean of zero and highest row components and mean 

of zero and highest column components of column 

transformed values are used 

as feature vector. 

In [17], contourlet transform features are 

used to extract similar images from image database. 

They also used combination of laplacian pyramid and 

Directional Filter Bank (DFB) as feature vector and 

found that contourlet transform gives better results. 

Color and texture features are extracted using Walsh 

wavelet. Prewitt, Canny and Sobel operators used to 

extract shape features in [18]. 

In [19], Color moments are used for color 

features and Gray level co-occurrence matrix 

(GLCM) is used for texture features. 
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It is found that in the above literature, 

cascaded features of first order statistical properties 

and Haralick features are not considered. It is very 

important to find the most similar images.  To extract 

maximum number of similar images, it is proposed to 

perform cascading operations.  

 

II. PROPOSED WORK 
In this research work, after removal of noise 

from the image, the first order statistical features of 

image which signify the color features are extracted. 

Similarity measurement between query image and 

database images are done using City block distance 

(CBD), Canberra distance (CD) and Minkowski 

distance (MD). The minimum distance top ranked 

150 images are retrieved. Next, the Haralick features 

are extracted from 150 images only and it reduces the 

computational time. Again, the same similarity 

measurements are used to retrieve more similar 

images 

 

1.1 Preprocessing 

The block diagram of proposed CBIR 

system is shown in Figure 1. 

 
Figure 1: Block diagram of proposed CBIR Method 

 

In the process of noise removal, the median 

filtering is used to remove the noise. By median 

filtering, the value of an output pixel is determined 

by the median of the neighborhood pixels.  

III. METHODS AND MATERIALS 
3.1 The statistics of images 

     Images in the database have definite statistics. 

Such images fit a description of randomly generated 

pixels. The different features of images are described 

by the n
th

 order statistics. For example, the first order 

statistics refer to the probability distribution of the 

values of each pixel. 

i.e intensity of pixel at different points. They refer to 

the color features of the images. 

 

3.2 First order statistics 

First-order features (F1) are calculated from 

the original image values. They do not consider the 

relationships with neighbor pixels. Features derived 

from this approach include moments such as mean, 

standard deviation, energy, entropy, skewness and 

kurtosis of an image Ii(x,y) with the size MxN. These 

statistics are represented as 

𝑚𝑒𝑎𝑛 𝜇 =
  𝐼𝑖 

𝑁
𝑦=1

𝑀
𝑥=1 (𝑥 ,𝑦)

𝑀∗𝑁
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𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝜎 =  
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IV. SIMILARITY MEASUREMENTS 
4.1 City block distance 

           𝛿𝑑 =   ( 𝑄𝑖 − 𝐷𝑖 )𝑛
𝑖=1                               (7) 

This distance is also called Manhattan 

distance. This distance metric is computed using the 

sum of absolute differences between two feature 

vectors of images. 

 

4.2 Canberra distance 
The city block distance metric gives a large 

value for the similar images which creates the 

dissimilarity between similar images. Hence, each 

feature vector pair is normalized by dividing it by the 

sum of a pair of features. 

       𝛿𝑑 =  
  𝑄𝑖−𝐷𝑖  

 𝑄𝑖 + 𝐷𝑖 

𝑛
𝑖=1                                      (8) 

 

4.3 Minkowski distance 

The Minkowski distance is calculated as        

𝛿𝑑 =    𝑄𝑖 − 𝐷𝑖 
𝑛
𝑖=1 𝑝 

1

𝑝                                  (9) 

     where p is a positive integer. In this work p =3 is 

considered. 

     where Q and D are the query feature vectors and 

database feature vectors respectively[20]. 

After finding the similarity measurement, the 

minimum distance top 150 image are ranked. Then, 

to extract the Haralick texture features, the top 150 

images are only considered. 
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V. HARALICK TEXTUAL FEATURES 
Gray-level co-occurrence matrix(GLCM) 

gives the relative frequencies of occurrence of grey 

level combinations among pairs of image pixels. This 

matrix considers relationships of image pixels in 

different directions, such as horizontal, vertical, 

diagonal and anti-diagonal. Suppose the input image 

has M and N pixels in the horizontal and vertical 

directions respectively. Suppose that the grey level 

appearing at each pixel is quantized to Z 

levels, Assume Nx = 1,2,,3....M is a horizontal space 

domain and Ny = 1,2,3,....N is a vertical space 

domain and G = 0,1,2,...Z be the set of Z quantized 

gray levels. [20] In a given distance (d) and direction 

the GLCM is calculated using gray scale pixel i,j 

expressed as the number of                   co-occurrence 

matrix element as follows. The distance (d) can range 

from 1 to 8 and each pixel has eight neighbouring 

pixels denoting eight values. They are 0º, 45º , 90º , 

135º , 180º , 225º , 270º  or 315º   [21, 22]. In this 

paper d = 1 and = 90◦ are considered.  

 

              𝑃 𝑖, 𝑗 𝑑,𝜽 =
𝑷 𝒊,𝒋 |𝒅,𝜽

  𝑷(𝒊,𝒋|𝒅,𝜽)𝒋𝒊
                    (10)   

     Haralick proposed 14 kinds of GLCM parameters 

[20] among which the following 5 parameters are 

mainly used. 

 

1) Moment of inertia (contrast)   

 

              𝐼 =    𝑖 − 𝑗 2
𝑗𝑖 𝑃(𝑖, 𝑗)                        (11) 

Image contrast can be interpreted as the sharpness 

of the image : the deeper grooves of the image 

texture, the greater contrast is. 

2) Energy: 

 

                   𝐸 =   [(𝑃(𝑖, 𝑗)]2
𝑗𝑖                         (12)  

Energy is the measure of gray distribution uniformity 

of image. The coarser the texture is, the more energy 

it contains 

3) Entropy: 

                   𝐸 =    𝑃 𝑖, 𝑗  𝑙𝑜𝑔𝑃(𝑖, 𝑗)𝑗𝑖          (13) 

Entropy is a measure of the amount of information 

of an image. Entropy relates to the texture 

information. If there is no texture information, the 

entropy is zero. 

4) Correlation:     

              𝐶 =  𝑑,𝜽 =
  𝟏−µ𝒙  𝒋−µ𝒚 𝑷(𝒊,𝒋)𝒊,𝒋

𝝈𝒙𝝈𝒚
          (14) 

 

 

 

Where 

          µ
𝑥

=   𝑖𝑃 𝑖, 𝑗 , µ
𝑦

=𝑗𝑖   𝑗𝑃(𝑖, 𝑗)𝑗𝑖     (15)  

 

𝜎𝑥
2 =    𝑖 − µ

𝑥
2 𝑃 𝑖, 𝑗 ,𝑗𝑖 𝜎𝑦

2 =   (𝑖 −𝑗𝑖

                                                      µ
𝑦
2 𝑃 𝑖, 𝑗              (16)        

Correlation is used to measure the degree of 

similarity of the elements in GLCM. 

 

5) Homogeneity: 

                           𝐻𝑜 =   
𝑃(𝑖 ,𝑗 )

1+|𝑖−𝑗 |𝑗𝑖                        (17) 

Homogeneity feature returns a value that measures 

the closeness of the distribution of elements in the 

GLCM to the GLCM diagonal. 

 

VI. EXPERIMENTAL RESULTS 
In this work, corel database consists of 1000 

images are considered. It consists of 10 classes, each 

class has 100 images. To measure the retrieval 

effectiveness of the CBIR system 5 different query 

images from each classes are used. It is tested for 50 

query images. The query and database image 

matching are done using different distance metrics 

like City block distance, Canberra distance and 

Minkowski distances.  The minimum distance top 

ranked 150 images only are considered for the 

extraction of texture features. Then, again the same 

image matching process is done for these texture 

features. Finally, images are arranged in the order of 

the lowest distances to highest distances. 

If there are Ci classes in the total image 

database where i = 1 to 10, then the query image in 

particular class Cj is given. After CBIR process, the 

relevant images of Cj and images from other Ci 

classes are retrieved. In corel database, each class 

consists of 100 images. If top Ti belongs to Cj then 

all retrieved images are relevant images. Experiment 

is done for different retrieved images and their 

corresponding relevant images are found. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑜 .𝑜𝑓  𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  𝑖𝑚𝑎𝑔𝑒𝑠  𝑜  𝑜𝑓  𝑐𝑙𝑎𝑠𝑠  𝐶𝐽

𝑁𝑜 .𝑜𝑓  𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑  𝑖𝑚𝑎𝑔𝑒𝑠  𝑜  𝑜𝑓  𝑐𝑙𝑎𝑠𝑠  𝐶𝑗
           

(18) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑜 .𝑜𝑓  𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  𝑖𝑚𝑎𝑔𝑒𝑠  𝑜  𝑜𝑓  𝑐𝑙𝑎𝑠𝑠 𝐶𝑗

𝑁𝑜 .𝑜𝑓  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  𝑖𝑚𝑎𝑔𝑒𝑠  𝑜𝑓  𝑐𝑙𝑎𝑠𝑠 𝐶𝐽
                                                                               

                                                                            (19)  

                            

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑟𝑒𝑐𝑎𝑙𝑙

2
                              (20)    

     

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑟𝑒𝑐𝑎𝑙𝑙
                        (21) 

 

Figure 2 shows the sample images used as query 

images. Figure 3 gives the Graphical user interface 

(GUI) of the CBIR system developed for cascaded 

features to retrieve the images. 
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Figure 2. Sample query images 

 

 
Figure 3. GUI of proposed CBIR system 

 

Figure 4 and Figure 5 show the accuracy and 

F-score obtained by the different features like color 

only, texture only and cascaded features of different 

similarity measurement. It is observed that the 

cascaded features using Canberra distance gives 84% 

of accuracy and F-Score value as 75% in image 

retrieval. 

 
Figure 4. Accuracy of the different similarity 

measurements 

 

Figure 6 shows the output of the retrieved 

images from the proposed CBIR system. Figure 7 to  

Figure 9 show the crossover point of the precision 

recall values of the cascaded features using city block 

distance, Minkowski distance and Canberra 

distances. Higher the cross over point better is the 

performance[7]. 

 
Figure 5. F-Score of the different similarity 

measurements 

 

The cross over point of precision and recall 

using Canberra distance is 0.45 whereas using city 

block distance is 0.41 and using Minkowski is 0.40. 

It is observed that the cascaded features using 

Canberra distance gives better results. 

 
Figure 6: Images retrieved using cascaded features 

 

 
Figure 7: Average Precision Recall values of 

cascaded features using city block distance. 
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Figure 8: Average Precision Recall values of 

cascaded features using Minkowski distance. 

 

 
Figure 9: Average Precision Recall values of 

cascaded features using Canberra distance. 

 

VII. CONCLUSION 
In this paper, the six first order statistical 

features which signify the color features of images 

are used. Similar images are retrieved using different 

distance metric like Canberra distance, city block 

distance and Minkowski distance. Then, minimal 

distance top ranked 150 images are only considered 

for the extraction of texture features. Hence, it 

reduces the computational time.  It Again, the 

similarity measurement is calculated using same 

distance metrics. Thus, the features are extracted 

using cascading approach. It is found that the 

cascading features with Canberra distance gives 

better results.  
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